
CLASSIFICATION OF VOICE PATHOLOGIES BASED ON NEURAL NETWORKS
AND PREDICTABILITY MEASURES

Lyvia Regina Biagi Silva, ∗ Arthur Hirata Bertachi, ∗ Helder Luiz Schmitt, ∗ Paulo
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Abstract— This work presents a proposal of the application of artificial neural networks to voice signals
for classification of larynx pathologies. We use an alternative set of patterns based on predictability measures
estimated from relative entropy of wavelet-packet components. We tested a radial basis function neural network
in order to classify voice signals from people of three groups: with healthy larynx, with Reinke’s edema, and with
nodule on the vocal folds. Using the proposed method, the signals were correctly classified, even the pathological
ones, which was not achieved by other studies with the same database. Experimental results are presented to
validate the methodology.
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Resumo— Este trabalho apresenta uma proposta de aplicação de redes neurais artificiais à sinais de voz para
classificação de patologias na laringe. Utiliza-se um conjunto de padrões baseados em medidas de previsibilidade
estimadas a partir da entropia relativa de componentes de decomposição wavelet-packet. Implementa-se uma rede
de função de base radial neural para classificar sinais de voz de pessoas de três grupos: com laringe saudável, com
edema de Reinke e com nódulo nas pregas vocais. Utilizando o método proposto, os sinais foram classificados
corretamente, até mesmo entre patologias, resultado não obtido em outros estudos com o mesmo banco de dados.
Resultados experimentais são apresentados para validar a proposta.
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1 Introduction

Voice evaluation is a subject of constant study in
the speech field. The most common form of evalu-
ation is the use of the human ear as an inspection
instrument (perceptual evaluation). Some tests
can be used in conjunction with this assessment
to diagnose larynx disorders.

According to Davis (1979), larynx pathologies
usually produce asymmetrical changes in the vocal
folds, this results in different types of vibrations.
The most common larynx pathology test is the
laryngoscopy, which is classified as a visualization
method that aims to make an especific diagnosis of
the disease, evaluate the stage of evolution, mon-
itor and perform the prognosis (Behlau, 2008).

Automatic methods for voice analysis has
shown great progress recently. Numerous tech-
niques for digital signal processing have been de-
veloped, which resulted in many tools for the anal-
ysis and classification of voice signals (Rabiner
and Schafer, 2007).

Studies related to acoustic analysis are usually
based on the frequency of vocal fold vibration and
the volume of air that escapes through the glo-
tis during speech (Rosa et al., 2000). Thus, the
analysis of voice signals can aid the diagnosis of
diseases of the larynx. Because it is a noninvasive
method, signal analysis has many advantages over
other methods, which also allows the construction
of an automatic diagnosis system.

One application involvig the use of intelli-
gent systems, according to Silva et al. (2010),

is the classification of speech patterns. Espinosa
et al. (2000) presents an application of neural net-
works to classify healthy and pathological speech
signals from acoustic parameters extracted from
speech samples. In Voigt et al. (2010), healthy
and pathological voices classification was obtained
from vibration patterns analysis of the vocal folds.
Scalassara et al. (2011) uses wavelet packet de-
composition (WPD) to obtain a detailed descrip-
tion of the voice signals and presents a method to
classify the signals in accordance with its patho-
logical condition. This method is based on a pre-
dictability measure of signals reconstructed from
selected components of the wavelet packet decom-
position. In that work, the tools are tested by
using voice signals from people with healthy and
pathological larynx with a fuzzy c-means classifier.
But the pathological signals were not separable.

The voice signals used in this work were ob-
tained from the database of the Laboratory of Sig-
nal Processing of the School of Engineering of São
Carlos at the University of São Paulo, Brazil and
it is the same used in Scalassara et al. (2011), Rosa
et al. (2000) and Santos and Scalassara (2012).

This work aims to implement a neural net-
work classifier to better separate healthy and
pathological voice signals. To do this, we estab-
lished the input signals of the neural network from
the sample database. We compare the results ob-
tained with Scalassara et al. (2011).

This paper is organized as follows: Section
2 presents the voice signals and Section 3 shows



Figure 1: Diagram of the fifth level wavelet packet decomposition showing the relevant components of
this study.

how we obtained the vectors used as inputs to the
neural networks. Section 4 presents the topolo-
gies of neural networks used in this work. Section
5 shows the classification of the voice signals: at
first, we distinguish healthy and pathological sig-
nals, and subsequently we define which pathology
it presents. Finally, section 6 presents the conclu-
sions of this paper.

2 Voice Signals

The database consists of 48 voice signals of adults
between 18 and 60 years. The signals were divided
into three groups of people: with healthy voice
(without pathology in the larynx), with nodule
on the vocal folds and with Reinke’s edema. Each
group consists of 16 signals, which are recordings
of Brazilian Portuguese phoneme /a/ for nearly 5
s. The acquisition was performed by the standards
presented in Rosa et al. (2000). The sampling fre-
quency was 22,050 Hz and the sampling quantiza-
tion level was 16 bits. For the analysis presented
in this paper, only one second of the most sta-
tionary part of each signal was selected and used
(Scalassara et al., 2011; Scalassara et al., 2009).

3 Feature Vector

In this section, we explain how to obtain the fea-
ture vectors used as the inputs of the neural net-
works. We explain some details of the WPD and
the predictability measures applied to the recon-
structed signals.

3.1 Wavelet Packet Decomposition

Wavelet analysis is based on the decomposition of
a signal in shifted and scaled versions of a sin-

gle function called Wavelet, which allows differ-
ent resolutions of time and frequency. Differently
of the Fourier transform, which transform a sig-
nal into a sum of sines of different frequencies
(Mallat, 1999). Due to the non-stationarity of the
voice signals, the wavelet analysis becomes more
suitable for these signals (Scalassara et al., 2011).
We chose the Daubechies family, as proposed in
Guido et al. (2006), with filter order 20.

According to Diniz et al. (2010) and Scalas-
sara et al. (2011), a description of WPD of a given
signal x[n], with N samples, consists of a j-level
decomposition of the signal into projections of it-
self on two variable functions: scaling (φ) and
wavelet (ψ).

These functions scaling and wavelet can be
defined using shifted and scaled versions of them-
selves and also by a pair of decomposition lowpass
(hn) and highpass (gn) filters, according to Equa-
tions (1) and (2).

φ [n] =
∑
k

hnφ [2n− k] (1)

ψ [n] =
∑
k

gnψ [2n− k] (2)

The computation is obtained by convolution
of the signal with the pair of filters. The signal is
decomposed into two parts, separating the com-
ponents of low and high frequency. For each level,
the signals are downsampled by 2. In the WPD,
both components are decomposed again each level
(Mallat, 1999).

As the WPD results in a more detailed anal-
ysis of signals, it was choosen for this study and,
as in Scalassara et al. (2011), we select only the
first eight components of the fifth level as a ba-
sis for creating the feature vector, this is because



Figure 2: Example of the fifth level of the wavelet packet decomposition of the voice signals. (a)(b)(c):
60 ms of the original voice signal. (d)(e)(f): reconstructed signal using only the component C31 of each
voice.

the frequency range covers almost all the relevant
harmonic information of the vowel ‘a’ (Lieberman
and Blumstein, 1988). Figure 1 shows the compo-
nents of the WPD that are relevant to this study
and their approximate frequency range.

After the decomposition, the reconstructed
signal is obtained by using each of the eight com-
ponents of the fifth level of decomposition (C31
to C38). The reconstruction of a signal using its
wavelet components is the inverse process of the
decomposition. If all the components are used
in this process, the original signal is obtained.
This process is performed by upsampling by 2,
followed by convolution with the reconstruction
filters, which are created with the decomposition
filters, h and g (Diniz et al., 2010).

Due to the upsampling, the reconstructed sig-
nals have the same size of the original signal. For
the creation of the feature data, only one compo-
nent is used at a time to obtain the reconstructed
signal. Each reconstructed signal is considered as
an estimation (prediction) of the original voice sig-
nal. Figure 2 presents an example of this process,
showing, in the first line, the three voice signals
(healthy, with nodule and with Reike’s edema)
and the second line the reconstruction of the C31
component of each voice.

The predictability measure applied to the
reconstructed signal is the Predictive Power
(Scalassara et al., 2009).

3.2 Predictive Power

The feature vector used as input of the classifier
was obtained by the computation of the Predictive
Power (PP) of each reconstructed signal.

The PP is based on entropy estimations and
it was presented in Schneider and Griffies (1999).
In accordance with Scalassara et al. (2009), the
PP is obtained using the relative entropy between
the original voice signal and its prediction er-
ror. The relative entropy between two signals,
can be treated as a measure of distance between
two probability distributions (PDF). According to
Cover and Thomas (2006), the relative entropy is
calculated by the Equation (3).

Dp||q =

k∑
i=1

p (i) log2

p (i)

q (i)
(3)

where Dp||q is the relative entropy and p(i) and
q(i) are two probability distributions and k is the
number of points of the probability function.

The PP can be described by the Equation (4):

PP = 1 − e−Dp||q (4)

If the relative entropy grows, it is because
the probability distribution function (PDF) of the
voice signal and its prediction error become more
different and the previsibility is high. The val-
ues of Dp||q vary between 0 and infinity, thus the
values of the PP vary between 0 and 1.

Figure 3 shows the PP of all the components
of the fifth level of the decomposition (C31 a C62)



Figure 3: Predictive Power of the voice signals: (a) healthy voice, (b) voice with nodule in the vocal
folds, (c) voice with Reinke’s edema.

of the voices of Figure 2 (healthy voice, with nod-
ule and with Reinke’s edema). The greater pre-
dictabilities are presented by components C31 to
C38, that is why these components are used as the
inputs of the neural network classifier .

4 Artificial Neural Networks

Artificial Neural Networks (ANNs) are computa-
tional models inspired by biological nervous sys-
tem. These systems have the ability of acquir-
ing and maintaining knowledge (based on infor-
mation), and can be defined as a set of pro-
cessing units, characterized by artificial neurons,
which are interconnected (artificial synapses)
(Silva et al., 2010).

The structure of ANNs was developed from
known biological nervous systems models and
from models of the human brain itself. The
computational elements, or processing units,
called artificial neurons (Figure 4), are simplified
models of biological neurons (Silva et al., 2010).
The operation of the artificial neuron can be
summarized by:
• Presenting a set of input values (x1...xn);
• Multiplying each neuron input by its synaptic
weight (w1...wn);
• Obtaining the activation potential

(u =
n∑

i=1

wi · xi − θ), where θ is the bias;

• Applying the activation function (g);
• Compiling the output (y = g(u)).

Figure 4: Artificial neuron.

In accordance with Haykin (1999), the max-
imum computational power of a neural network

is extracted through its parallel distributed struc-
ture and its ability to learn and generalize.

Three neural networks common topologies
used as classifiers are: Multilayer Perceptron
(MLP), Radial-Basis Functions networks (RBF)
and Kohonen self-organizing networks. In this
work, we used a only the RBF network topology.

The typical structure of the RBF network is
composed of three layers: input layer, only one in-
termediate layer (h), in which activation functions
are Gaussian type and the output layer (o), which
activation functions are linear (Haykin, 1999).
RBF network belongs to feedforward architecture,
however the training strategy of the RBF consists
of two very distinct stages (Silva et al., 2010). Fig-
ure 5 illustrates the RBF network.

Figure 5: Illustration of the RBF network.

In the first training stage, which comprises
the step the adjusting the synaptic weights of neu-
rons in the hidden layer, a method of unsupervised
learning is adopted (k-means), which is dependent
on the characteristics of the input data. The sec-
ond training stage consists in the adjustment of
the synaptic weights of the output layer neurons,
with the back-propagation algorithm.

5 Classification of the Voice Signals

First, the feature vectors were created through the
computation of the Predictive Power using the re-
constructed signals with the components C31 to
C38 of the WPD. These data are used as the in-
puts of the neural networks.



The algorithm for voice signal classification is
described by the flow chart shown in Figure 6

Figure 6: Algorithm for voice signals classifica-
tion.

Considering the 48 original voice signals, 16 of
each group, 33 were used to train the neural net-
works (11 of each group), and 15 for validation.
Extreme values of samples (upper and lower val-
ues) were used to train the ANNs. We performed
several tests varying the parameters of the ANNs
empirically.

The topology of ANN used to classify the
voice signals in three patterns has its parameters
described in the Table 1. The results are presented
in the bottom of the table.

Table 1: Parameters of the RBF network used to
classify the voice signals in three patterns. Results
of the voice signals classification in three patterns.

Architecture RBF
Accuracy 10−7

Neurons 20
Hidden Layer

Neurons 3
Output Layer
Learning Rate 0.01

Momentum 0
Constant

Results

Number of Epochs 151276
MSE 0.161

Classification 73.33
Performance (%)

MSE - Mean-squared error

The classification performance was 73.33%.
Considering 15 test samples, the network classi-
fied correctly 11 signals, and 4 nodule signals were
classified as edema.

In a new approach, considering the voice sig-
nals in only two patterns (healthy and pathologic
voices), we implement a second algorithm to clas-
sify the patterns, as it can be seen in Figure 7.

Figure 7: Stage 1: Classification of the signal be-
tween healthy and pathological. Stage 2: Clas-
sification of the pathologies (nodule or Reinke’s
edema).

In stage 1, the RBF network is used to classify
the signals between healthy or pathological. In
stage 2, only the pathological signals are used, so
then the pathology is classified (nodule or Reinke’s
edema). Table 2 presents the parameters and the
results of the RBF networks implemented in stage
1 and stage 2.

Table 2: Parameters of the RBF networks used in
stage 1 and stage 2 of Figure 7. Results of the
voice signals classification.

Stage 1 Stage 2
Healthy/ Nodule/

Pathological Edema
Architecture RBF 1 RBF 2

Accuracy 10−5 10−8

Neurons 2 8
Hidden Layer

Neurons 1 1
Output Layer
Learning Rate 0.01 0.001

Momentum 0 0.9
Constant

Results

Number of Epochs 93 92219
MSE 0.0154 0.0051

Classification 100 100
Performance (%)

MSE - Mean-squared error

Both RBF networks (RBF 1 and RBF 2)
showed classification performance of 100% in the
classification between healthy and pathological
signals and in classification between nodule and
edema.

6 Conclusions

This study aimed to classify voice signals of three
groups of individuals, with healthy larynx, with
nodule in the vocal folds and Reinke’s edema. To



do this, the original signals were decomposed us-
ing the Wavelet Packet Transform, and we used
predictive measures applied to the relevant com-
ponents of this decomposed signals to create the
inputs to one topology of classifier neural network:
RBF.

In the first approach, we tried to classify three
groups of signals directly, and the classification
performance was of 73.33%. In a second strat-
egy, we first aimed to classify first the signals as
healthy or pathological, and after this, identify
which pathology is present. In stage 1, the neu-
ral network presented a great classification perfor-
mance: 100%. In stage of definition of the pathol-
ogy (stage 2), the RBF neural network classified
correctly the pathologies present in all samples
studied (100% correct).

The results obtained in Scalassara et al.
(2011), the authors showed that the pathological
voice signals were not separable with their method
(fuzzy c-means), our methodology, which consists
first in the separation of the healthy and patho-
logical signals, and then in the definition of the
pathology, using ANNs, was effective in classify-
ing all the signals.
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